
 HUMAN-RIGHTS-COMPLIANT  
 USE OF ARTIFICIAL  
 INTELLIGENCE SYSTEMS 

TOOLKIT FOR CIVIL SOCIETY

Tetiana Avdieieva
Oleksandr Batkhin

2024



This Toolkit outlines the key challenges and risks to human rights faced by civil  
society, journalists, and human rights defenders all over the globe when applying 
AI systems. It provides specific examples of threats posed to the security of personal 
data, equality, freedom of expression, and other related freedoms, as well as  
elaborates on the ways to avoid or mitigate such risks. The Toolkit is also equipped 
with a check-list enabling the readers to make a quick verification of their 
AI system’s compliance with basic human rights standards and ensure their choice 
of technology is informed, careful, and responsible.

Digital Security Lab Ukraine (DSLU) is a non-government organization based 
in Kyiv, Ukraine. DSLU’s mission is to support the implementation of human rights 
on the Internet by building the capacity of CSOs and independent media to have 
their digital security concerns addressed and by impacting the government and 
corporate policies in the field of digital rights.
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 4 

 INTRODUCTION 

The growing popularity of artificial intelligence (AI) systems amongst CSOs provides 
various benefits while also raising multiple concerns for human rights impact and 
compliance with relevant standards. It is vital to prevent unsafe and unregulated 
use of AI systems that can lead to various negative consequences for civil society. 

Why does civil society use AI instruments? Rapid digitalization equipped all users 
with various automated tools, starting from outer instruments impacting their rights 
and ending up with systems consciously used by them to enhance productivity. Civil 
society is not an exception, willing to gain benefits from AI systems, such as access 
to fast content creation, effective investigating tools, efficient identification of fake 
news, and many more. At the same time, they are more vulnerable towards the risks 
and dangers posed by abusive and irresponsible AI use, which opens the floodgate 
to a plethora of new risks and challenges. This Toolkit views AI systems in their 
broadest meaning, introduced by the OECD.

AI system - a machine-based system that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate outputs such as predictions, 
content, recommendations, or decisions that can influence physical or virtual  
environments.

What are the challenges of irresponsible use of AI? Irresponsible use of AI systems 
may facilitate the spread of misinformation, data breaches, IP rights violations, 
algorithmic bias, and other dangerous outcomes.  Civil society may subconsciously 
amplify such risks if their use of AI systems lacks meaningful human oversight, 
basic knowledge of the technical side, and awareness of the key challenges on the 
AI market. A diverse set of examples, where unsupervised or poorly managed use 
of AI has led to human rights violations, includes: 

• Data leak revealing that Google-funded AI video generator Runway was 
trained on stolen YouTube content and pirated films;

• Deep fake video of Moldova’s pro-Western president throwing her support 
behind a political party sharing pro-Russian narratives;

• ChatGPT leaking sensitive user data, supposedly after a hack;
• Samsung employees accidentally leaking trade secrets via ChatGPT;
• Google ex-engineer being arrested for theft of Google’s AI secrets for Chinese 

companies;
• iTutor Group’s AI-based recruiting system rejecting applicants due to ageism;
• Healthcare algorithms used by hospitals and insurance companies fail to flag 

people of color as patients.

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449#mainText
https://www.simplilearn.com/challenges-of-artificial-intelligence-article
https://futurism.com/leak-runway-ai-video-training
https://balkaninsight.com/2023/12/29/moldova-dismisses-deepfake-video-targeting-president-sandu/
https://www.spiceworks.com/tech/artificial-intelligence/news/chatgpt-leaks-sensitive-user-data-openai-suspects-hack/
https://mashable.com/article/samsung-chatgpt-leak-details
https://www.theguardian.com/technology/2024/mar/06/chinese-google-engineer-arrested-stealing-ai-trade-secrets
https://www.eeoc.gov/newsroom/itutorgroup-pay-365000-settle-eeoc-discriminatory-hiring-suit
https://www.wired.com/story/how-algorithm-favored-whites-over-blacks-health-care/
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What shall CSOs resorting to AI-driven tools commit to? The CSOs that decide 
to use AI systems should avoid or mitigate all the risks stemming from such tools 
by adopting the standards of responsible and lawful AI use. Such requirements 
include, for instance ensuring compliance with international human rights standards 
and relevant domestic regulations, providing for the safe use of AI systems, their 
neutrality and transparency, as well as establishing meaningful human oversight, 
human rights impact assessment, and risk assessment procedures.

The purpose of the Toolkit is to prevent or mitigate the risks stemming from the 
use of AI systems by civil society actors. Providing the guideline for safe use of both 
external AI systems (e.g. ChatGPT, DALL-E, Midjourney) and internal AI-driven tools 
(i.e. developed, ordered, or adjusted by CSOs), the Toolkit aims to ensure compliance 
with relevant regulatory standards and human rights requirements, which reflect 
contemporary standards set by the Framework Convention on Artificial Intelligence 
and Human Rights, Democracy, and the Rule of Law, as well as the EU Artificial 
Intelligence Act. The guidelines also provide a checklist enabling the responsible 
choice of AI systems.

https://rm.coe.int/1680afae3c
https://rm.coe.int/1680afae3c
https://rm.coe.int/1680afae3c
https://rm.coe.int/1680afae3c
https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138-FNL-COR01_EN.pdf
https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138-FNL-COR01_EN.pdf
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 SECTION 1. HUMAN RIGHTS IMPACT  
 ASSESSMENTS AND RISK ASSESSMENTS 

A human rights impact assessment (HRIA) is a process for identifying, analyzing, and 
addressing the adverse effects of AI systems on the human rights enjoyment of any 
concerned parties (including AI systems’ users, other CSOsʼ members, community 
members, etc). HRIA and a general risk assessment (RA) are both essential for 
any CSO that wishes to utilize AI systems’ benefits and prevent risks stemming 
from them. In this respect, it is particularly crucial to avoid substituting HRIA with 
a mere analysis of risks for organizational models, cybersecurity, financial security, 
or compliance with domestic laws

Difference between HRIA and RA:

HRIA RA

Conducted throughout all stages of AI system life-cycle

Comprises internal reviews and external audits

Concerns both positive and negative 
impacts of the AI system on human 

rights

Concerns the downsides of AI systems 
for business strategy, organizational 

model, cybersecurity, and other aspects 
of work

Concerns practices around the use 
of a particular AI system

Concerns the general mode 
of operation of the organization

Conducted regularly, including after 
AI system updates, users’ complaints, 

regulatory changes, etc

Conducted regularly throughout all 
the activities of the CSO

Accordingly, both procedures shall be incorporated into the practice of CSO with 
adequate methodologies and protocols introduced to ensure the diligent and 
careful analysis of risks and impacts. It also implies a reconsideration of the system 
of accountability and reporting inside the organization.

Recommendations. To prevent and mitigate the risks that stem from the 
AI systems, the CSO shall implement HRIA and RA throughout all stages 
of the AI system’s lifecycle, i.e. research,  development, deployment, use, end 
of use, disassembly, and termination. Any CSO that develops or uses AI systems 
needs to conduct reviews of AI systems’ compliance with relevant regulations 
concerning personal data (PD) protection, freedom of expression, equality, 
IP rights, etc. In particular, they should take the following steps:

https://globalnaps.org/issue/human-rights-impact-assessments/
https://uk.indeed.com/career-advice/career-development/business-risk-assessment
https://unesdoc.unesco.org/ark:/48223/pf0000381137/PDF/381137eng.pdf.multi
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●	 Choose the AI systems responsibly. Before incorporating AI systems into 
CSO’s work, it is best to avoid prima facie risks by responsibly selecting such 
tools. It may include abstaining from the use of certain AI systems, e.g. those 
that manifestly violate human rights. A detailed guideline on responsible 
choice of AI tools can be found in Section 7 of this Toolkit (page 23); 

●	 Develop effective methodologies. For CSO to properly conduct HRIA and 
RA, there need to be internal methodologies for both. Such methodologies 
should be up-to-date, accessible to the team and define an algorithm of how 
the risks and impacts are evaluated, who is responsible for such evaluation, 
and how the solutions are created;

●	 Appoint responsible individuals. To conduct HRIA and RA, the CSO needs 
to appoint responsible individuals who will coordinate, conduct oversight 
over and conduct internal audits and develop strategies of risk mitigation, 
as well as designated team members who will implement the results of HRIA 
and RA, mitigating the negative impacts and risks for the CSO; 

●	 Conduct a thorough and timely RA for the organization. CSOs should 
regularly evaluate the risks posed by their operations, for instance financial, 
legal, security, performance risks, etc, and develop solutions that either 
remove or mitigate such threats. A continuous RA process should include 
quarterly reviews of risks and risk management plans as well as yearly 
reviews of risk management policy, framework, and risk assessment criteria. 
The intensity of such reviews depends on the levels of risk and there should 
be additional reviews following the incidents, change of policies within the 
CSO, or newly identified dangers;

●	 Conduct a thorough and timely HRIA for the AI systems. The CSO should 
conduct HRIA to review, weigh, and balance the positive and negative 
impacts of the AI systems and find ways to remove or mitigate the threats. 
Ensure that internal and external reviews are conducted as early as possible 
since the start of any new project, e.g., the design or development 
of an AI system. Regular reviews of the human rights impacts of AI systems 
should be conducted at least annually with additional reviews in the vicinity 
of an update or regulatory changes, as well as after any relevant complaint;

●	 Conduct internal and external audits. The CSO should regularly organize 
internal audits and allow external audits to conduct HRIA and RA by outside 
independent professionals and by the experts inside the organization, 
especially where their own expertise in a particular subject does not allow 
them to meaningfully identify all the risks and impacts; 

●	 Responsibly choose external auditors. Depending on the area of conducted 
RA and HRIA, CSOs should carefully choose the companies for external 
audits, and review their expertise, reputation, and RA or HRIA methodologies 
to correspond with the needs, values, and goals of the CSO; 

https://pdf.sciencedirectassets.com/271884/1-s2.0-S0267364921X00027/1-s2.0-S0267364921000340/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjEL7%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJHMEUCICsUssE%2Fg9v98a79Lq7RJ6wGoMCiPH%2FkeSkQTbni%2F%2BB5AiEApNqhYwf4fUdyAj1xkgJRIj%2BWNKp5SAbMEwlb4GbII8MqvAUIp%2F%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FARAFGgwwNTkwMDM1NDY4NjUiDFe9FnpaMEWdpdj6oiqQBRBJzIhXRaI99lRaiG%2FXgOkEivqiRjieCwvqSeZHOB3VNLOqB7jvdJ4l2rqKHxECNZ68WksA%2FKLjv27O7jFqBk7kXvNREmmk2wo0N010I5ltLn1pT4X8zTkdWrSKMx6wGg8SYbn%2FRLBzZhTUydzZzkZd8EuSbYO0sE%2B77HTlXCSIkY4WmsRDmt%2BysYR7Yfv6JYMgLspdH4eXg1VES%2FEiIL%2FKnia32KHmpA3yIaLlxKi1WY3e8Psq1VbuV9xVDadCp4it6mctJK6Bnp%2BnOdpJPkknlwgxogimhOBk4pvUiXvogvSfKQK%2BA3AOzY%2BUTTLhbu7aDnXAGaL8Xm1N%2B4HfVcLfzyEqaLkZBQfUCfQtc4FHjnD2sL%2F2cUFjMPHJZ9FJnF4XcRa1muHJI%2Fd7r%2BZtQ%2Fz%2BPzMAfqQB671x%2BvvqLJf5wGcRXaBfMBrNdOBtE4vl0zYVS3SzFJ8Ho1cC0ko%2FPWwLEfMM7mY4%2FoBIbzgNHVuoT2rVLo8%2BWMmuIPA%2Fl6GF36xVcEesbN80hIT65LxQa0CoPc6iNbqAgg3RyhCxXk1xkl3w0jve8PIcIgShOlJRrFyrZvX6P3oFABL4184Z5cRMGfPW3LNe5hmbQJLD0wNw8LO8A2DqKV0QyEUNx2p0FNC2QG9E%2Fl17yGoIjzn5MpThKvFFw4AHgRd0MS5EHbICULHxmBsJmbncB7KgO6QhrXH0sJDrayVHhCJrVk9M2ntE9%2B0r3vM%2F4WeIGfzRDjGz3exSGOGg2PnA2ptCKyatRSyj6wIctvrRXmWmnLCfwjpeIqrGWBsgjnzfIjT89DoLUkqTHGqi1Pjhwb3StW0sI%2Bro3K48DJR9%2FNB1uhBFGVhk5gEKAlyIsVqwCgxBT43EMKrsuLUGOrEBjRNeONpOnoq5LZ5M%2FWMR%2BYNYVBwC8bcInEfi9Wgu6wErp6ds8HG3M16VCa3ialOdq7ofzjy2yDG7CB%2BiG3emyhsohQ8%2BU7MmM9Gj2YdqDNbNPjqJj2KBxMVTzbhViK9eJybDyPhQPIqdPlGWk3FKpHY1UJuQeT28evWFS7S7UpLZM7iw7IKW5a8l1Vu9EX2efAjh8shlKiJVpO8sKCE%2BdnAbL0Z8y18xKhVdAAQHFZmG&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20240803T150649Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYQ7MME6X7%2F20240803%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=7900237bc52fcc43ab2df3fefd600204ab692b15e7ad3d3b22846de241143e8f&hash=e5e838bf8160c6170b4da59f36b40d6fc2e76128528858d0b090b04a1800573b&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S0267364921000340&tid=spdf-2ee57ffe-82ad-488b-8b8f-39e263320421&sid=ce4751a980ff60476d-9989-a07f31d4e726gxrqb&type=client&tsoh=d3d3LnNjaWVuY2VkaXJlY3QuY29t&ua=15045b050652535000&rr=8ad736bac866ca45&cc=ua
https://www.irpc.co.th/wp-content/uploads/2021/07/IRPC_HRIA_Methodology_EN.pdf
https://www.trilateralresearch.com/wp-content/uploads/2022/01/A-survey-of-AI-Risk-Assessment-Methodologies-full-report.pdf
https://www.globalgovernancewatch.org/docLib/20140206_hriam-guide-092011.pdf
https://www.justice-security.ng/sites/default/files/act_toolkit_-_cso_risk_assessment_and_management.pdf
https://www.justice-security.ng/sites/default/files/act_toolkit_-_cso_risk_assessment_and_management.pdf
https://www.justice-security.ng/sites/default/files/act_toolkit_-_cso_risk_assessment_and_management.pdf
https://globalnaps.org/issue/human-rights-impact-assessments/
https://www.humanrights.dk/sites/humanrights.dk/files/media/dokumenter/business/hria_toolbox/introduction/welcome_and_introduction_final_feb2016.pdf
https://www.theiia.org/en/about-us/about-internal-audit/
https://operations1.com/en/glossary/external-audit
https://www.accru.com/blog/how-to-choose-the-right-auditor-for-your-business/
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●	 Duly implement the outcomes of HRIA and RA. After conducting HRIA 
and RA, the CSO should implement all the solutions developed via these 
processes, removing or mitigating risks and adverse human rights impacts. 
When implementing the solutions of HRIA and RA, the CSO should always 
improve its efforts to establish better practices for itself. The full cycle of HRIA 
and RA then should follow this algorithm: 

 
 

●	 Timely notify developers or suppliers of external AI systems about the 
identified risks and adverse impacts. If in the course of HRIA, the CSO 
discovers risks, adverse impacts, or other issues with AI systems, it should 
swiftly notify the developer or supplier of such systems regarding those 
issues so that the developer or supplier improves the situation. If no reaction 
follows, there are reasonable grounds to consider alternative AI systems;

●	 Regularly review the methodologies. The organization should establish 
its own review methodology to conduct HRIA properly. For instance, the 
Danish Institute for Human Rights provides a comprehensive approach 
to HRIA methodologies, that comprises five main steps:

Planning and scoping The HRIA practitioners should identify relevant 
stakeholders to consult throughout the HRIA 
process. Additionally, preliminary interviews 
with stakeholders may also take place.

Data collection and 
baseline development

The HRIA practitioners go into the field 
to research the level of human rights enjoyment 
of workers, community members, and other 
relevant rights-holders. This step emphasizes 
fieldwork, interviews, and other types of active 
stakeholder engagement.

https://www.ohchr.org/sites/default/files/Documents/Publications/GuideHRBusinessen.pdf
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-1-planning-scoping
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-2-data-collection-baseline-development
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-2-data-collection-baseline-development
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Analyzing impacts The HRIA practitioners should analyze the 
collected data to identify any relevant human 
rights impacts and assess their severity. This 
includes assessing international human rights 
standards and principles, comparative projects, 
etc. in line with findings from stakeholder 
engagement.

Impact mitigation and 
management

The CSO, HRIA practitioners, and stakeholders 
should unite their efforts to create a plan for 
preventing and addressing human rights 
impacts, prioritizing the most severe of them.

Reporting and 
evaluation

HRIA practitioners provide a detailed HRIA 
report that is available and accessible to rights-
holders, duty-bearers, and other relevant parties. 

●	 Conduct compliance exercise. Ensure human rights compliance 
within AI systems and their correspondence to applicable domestic and 
international regulations. For instance, the EU Artificial Intelligence Act 
establishes requirements of transparency, labeling, human oversight, and 
risk assessment for those who utilize AI systems. Moreover, the General 
Data Protection Regulation (GDPR) defines the requirement for explicit 
consent for the processing of PD. Additionally, it is vital to follow modern 
unified approaches to HRIA and RA for AI systems, such as HUDERIA, which 
is aimed to provide clear, concrete, and objective criteria to assess and 
mitigate impacts on human rights, democracy, and the rule of law. 

SECTION 2. PERSONAL DATA PROTECTION  
AND DIGITAL SECURITY

Data processing plays a crucial role in implementing AI-driven tools into the work 
of civil society. However, multiple risks emerge both on the legal and technical level, 
creating potential adverse impacts on human rights, digital security, and the overall 
effectiveness of the CSO work. Thus, DSLU considers responsible data governance 
as a necessary precondition for human-rights-compliant use of AI-driven tools.

Personal data protection. The majority of AI systems collect, process, and store 
PD, creating various threats to user’s privacy, which may include sensitive data 
exposure. According to the AIGS index, around 40% of the countries worldwide also 
actively rely on AI-based surveillance. Moreover, the growing popularity of facial 
recognition technologies creates new implications for privacy. As an example 

https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-3-analysing-impacts
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-4-impact-mitigation-management
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-4-impact-mitigation-management
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-5-reporting-evaluation
https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-toolbox/phase-5-reporting-evaluation
https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138-FNL-COR01_EN.pdf
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://www.turing.ac.uk/research/research-projects/human-rights-democracy-and-rule-law-impact-assessment-ai-systems-huderia
https://transcend.io/blog/ai-and-privacy#harms
https://carnegieendowment.org/files/AI_Global_Surveillance_Index1.pdf
https://www.innovatrics.com/facial-recognition-technology/
https://www.innovatrics.com/facial-recognition-technology/
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of AI-related privacy violations, in 2023, Clearview AI faced legal action due to the 
massive scraping of PD from the social media profiles of millions of users without 
their consent. These technologies create risks of violation of user privacy, covert data 
collection and storage, malicious use of PD, etc.

Recommendations. To prevent violations of other people’s rights, it is important 
to gather any data regarding them only in a transparent and consensual 
manner. Any CSO that uses AI systems operating with PD should ensure that 
the processing of data is consensual, transparent, and lawful. Here are some 
of the steps that CSOs should take to ensure the protection of people’s privacy:

●	 Avoid AI-driven tools that resort to manifestly illegal practices. Avoid 
AI systems that are known for unlawfully collecting, storing, processing, and 
training on PD. Additionally, AI systems that do not have clear safeguards 
in their privacy policies or that resort to data scraping, unauthorized transfer 
of user data, covert metadata collection, etc, should not be used; 

●	 Create and maintain PD protection policies. The CSO should establish 
clear and transparent policies on PD protection that are available both to the 
team and to the public. Such PD protection policy should include: 
- Main data protection principles;
- Data protection strategies deployed by relevant entities including 

individuals, departments, devices, and IT environments;
- Rights of the subject of PD;
- Rules of transfer of PD to the third persons;
- Pertinent legal or compliance stipulations for data protection;
- The assigned roles and responsibilities, including data custodians and 

roles explicitly accountable for data protection activities;

●	 Lawfully collect and use PD in AI systems. Any CSO that uses AI systems 
that collect PD needs to ensure that those AI systems have a valid legal 
basis, such as consent, contract, or public interest, to collect and use PD. 
Moreover, AI systems should provide clear and accessible information to the 
users about how their PD is collected, used, and shared, and what are their 
rights regarding that data;

●	 Timely and properly delete data. Using any PD, the CSO should ensure 
that when the purpose of its processing is achieved, this data is completely 
deleted and will not resurface through the AI system; parts of the data that 
may be necessary to retain for reporting or legal purposes should be properly 
anonymized and securely stored;

●	 Lawfully transfer PD to third parties (where necessary). When transferring 
PD to third parties, CSOs must comply with relevant GDPR requirements 
and security policies. For instance, CSOs should enter into data protection 
agreements with third parties that ensure their compliance with data 
protection standards, as well as maintain records of data transferring 
processes; 

https://privacyinternational.org/press-release/4520/privacy-international-and-others-file-legal-complaints-across-europe-against
https://www.cloudflare.com/learning/bots/what-is-data-scraping/
https://www.eweek.com/artificial-intelligence/ai-privacy-issues/
https://help.unhcr.org/turkiye/wp-content/uploads/sites/11/2018/12/DataProtectionPolicy_ENG.pdf
https://cloudian.com/guides/data-protection/data-protection-policy-9-things-to-include-and-3-best-practices/
https://seifti.io/ai-and-data-protection-law/
https://seifti.io/ai-and-data-protection-law/
https://fastercapital.com/topics/best-practices-for-permanent-data-deletion.html
https://www.gdpr-advisor.com/navigating-third-party-data-sharing-and-transfers-in-the-age-of-gdpr/#Appropriate_safeguards_for_data_transfers
https://www.gdpr-advisor.com/navigating-third-party-data-sharing-and-transfers-in-the-age-of-gdpr/#Appropriate_safeguards_for_data_transfers
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●	 Ensure the rights of data subjects. It is vital to protect the rights 
of persons whose data is in any manner processed by the AI system. 
In particular, such individuals need to be able to: 

- Access their PD, processed by the AI systems; 
- Object to the processing of their PD;  
- Change outdated or inaccurate data;  
- Request the deletion of data;

●	 Ensure protection of third persons. If the CSO collects data via surveillance, 
face recognition, OSINT technologies, etc (for example, as a part of anti-
corruption investigations), it is vital to protect third persons from exposure 
and unnecessary collection of their PD. For instance, when using pictures 
acquired by surveillance technologies, all persons other than the target 
of the investigation should be anonymized by blurring their faces or other 
identifying features; 

●	 Avoid using PD in publicly available AI systems. Since AI systems often 
store and reprocess data, especially publicly available systems, it is vital 
to ensure that CSO’s employees avoid using PD in prompts or while training 
an AI system; 

●	 Regulate access to PD within the CSO team. To ensure the protection 
of PD, it is vital to limit access to the PD within the team and allow it only 
to the designated responsible persons;

●	 Adequately and timely notify about data incidents. In case of any incidents 
with data, the person who encounters the incident should notify the 
responsible persons within the team, as well as the concerned third persons 
or the developers and suppliers of the AI systems (depending on the nature 
of the incident). Apart from notifying the team about the incident, any 
employee who encounters data incidents should take appropriate security 
measures, which are addressed below. 

Digital security. Despite its growing popularity, AI may pose major security concerns 
for NGOs, especially regarding the protection of data. According to the AI cyber 
security survey of the United Kingdom’s Department of Science, Innovation, and 
Technology, 68% of surveyed companies actively use AI models for their business. 
At the same time, 81% faced security breaches to their AI or would be unable 
to identify a vulnerability. The use of AI systems without proper security measures 
may lead to:

●	 Model poisoning: an attack against an AI model that injects malicious 
data into the training pool causing generative AI models to produce less 
accurate results. Sometimes, model poisoning may lead to unprecedented 
bias, discrimination, or disinformation in the content produced by poisoned 
AI models;

https://privacyinternational.org/sites/default/files/2018-09/Part%204%20-%20Rights%20of%20Data%20Subjects.pdf
https://www.upguard.com/blog/data-protection-for-third-parties
https://www.plugger.ai/blog/face-blur-for-data-privacy-in-deep-learning
https://cedpo.eu/wp-content/uploads/generative-ai-the-data-protection-implications-16-10-2023.pdf
https://satoricyber.com/data-access-control/data-access-control/
https://www.gov.uk/government/publications/research-on-the-cyber-security-of-ai/ai-cyber-security-survey-main-report
https://www.gov.uk/government/publications/research-on-the-cyber-security-of-ai/ai-cyber-security-survey-main-report
https://towardsdatascience.com/poisoning-attacks-on-machine-learning-1ff247c254db
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●	 Subset of model poisoning attacks are deliberate: attacks that modify 
the training data to bias the model towards a specific outcome;

●	 Adversarial examples: modified versions of legitimate inputs that are crafted 
to fool the model; 

●	 Evasion attacks: attacks that bypass security systems by modifying the input 
data to evade detection or classification by the model;

●	 Model stealing: attacks that involve extracting the parameters or architecture 
of a trained model to create a copy of the model;  

●	 Data breaches: an incident that leads to information being leaked or stolen 
from the organization. Often stolen data may include sensitive information 
(i.e. PII, commercial and trade secrets, or data pertaining to matters of national 
security).

The risks that are posed to CSOs by AI models’ security vulnerabilities enhance the 
need to establish adequate security safeguards, implement additional measures, 
and develop practices to avoid or mitigate security-related risks. 

Recommendations. To prevent and mitigate security risks, CSOs shall 
implement procedural measures on the organizational level, follow the 
principles of data governance, and clearly distinguish what interactions with AI-
driven tools create additional security risks. In particular, CSOs should commit 
to the following steps:

●	 Conduct digital security training (DST) for the CSO teams. The organization 
should educate its entire staff on basic principles of digital security, explain 
and train security protocols, and conduct evaluations to ensure that 100% 
of the staff is protected from cyber threats and is educated in cybersecurity 
hygiene. The topics of DST, among other things, can include:

●	 Data privacy;
●	 Password security and authentication;
●	 Shadow IT; 
●	 Unauthorized software and malware; 
●	 Email security and anti-phishing;
●	 CSO’s cybersecurity policies and emergency protocols;
●	 Other issues peculiar to CSO work.

●	 Check the origin of the AI-driven tools. Omit AI systems coming from 
companies or countries with a high index of human rights violations 
or countries with no sufficient data concerning their human rights 
compliance, especially those infamous for their surveillance and persecution 
practices. (e.g. Russia, China, Iran, North Korea, etc.). A detailed guide can 
be found in Section 7 of this Toolkit (page 23); 

●	 Develop security policies and protocols. The CSO shall develop security 
policies, which, inter alia, cover the emergency protocols. The protocols 

https://www.nightfall.ai/ai-security-101/adversarial-attacks-and-perturbations#types-of-adversarial-attacks
https://www.trendmicro.com/vinfo/us/security/definition/data-breach
https://sternx.ae/en/what-is-digital-security/
https://www.proofpoint.com/us/threat-reference/cyber-hygiene
https://www.proofpoint.com/us/threat-reference/cyber-hygiene
https://blog.uniqkey.eu/cybersecurity-training-for-employees/
https://www.cloudflare.com/learning/privacy/what-is-data-privacy/
https://www.loginradius.com/blog/identity/best-practices-username-password-authentication/
https://www.ibm.com/topics/shadow-it
https://csrc.nist.gov/files/pubs/shared/itlb/itlbul2015-12.pdf
https://www.propelex.com/email-security-and-phishing/
https://www.aljazeera.com/economy/2024/7/2/nine-in-10-top-global-companies-failing-to-uphold-human-rights-report-says
https://ourworldindata.org/grapher/human-rights-index-vdem?tab=chart&time=latest&country=UKR~OWID_EUR~OWID_WRL~AFG~OWID_AFR~ALB~DZA~AGO~ARG~ARM~OWID_ASI~AUS~AUT~AZE~Baden
https://rightstracker.org/
https://www.hrw.org/world-report/2024/country-chapters/russia
https://rightstracker.org/country/CHN
https://rightstracker.org/country/IRN
https://rightstracker.org/country/PRK
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shall indicate individuals responsible for ensuring data security, as well 
as mechanisms to protect sensitive data. The emergency protocols should 
correspond to the CSO’s data security policies that would together cover all 
the risks and responses to them;

●	 Personalize the settings of AI-driven tools. Remove the permit to use 
PD for further training of the system, deny access to the files on the device, 
reject the cloud storage of data, and adjust the corporate access depending 
on the position and responsibility of the individuals inside the CSO team. 
(e.g. ChatGPT allows users to choose which previous inputs can be used 
to further train the system);

●	 Ensure that training and testing datasets are secure and reliable. CSOs 
shall necessarily check the reliability of training and testing datasets, ensure 
that third parties do not have unauthorized access to such datasets and 
cannot uncontrollably modify their substance to further affect the AI model;  

●	 Aim to have separate personal and professional devices and profiles. 
If possible, maintain separate devices and app profiles for CSO-related and 
personal activities and try to avoid using them interchangeably for the 
same purposes. Personal devices or profiles should not contain any data 
related to the activities of the CSO, especially confidential information. 
In case maintaining separate devices and profiles is not achievable, make 
sure to apply strict security measures to personal devices and profiles 
used for work, including device encryption and other advanced protection 
mechanisms. Ensure their timely maintenance by an in-house security team 
or trusted third parties;

●	 Ensure protection against phishing and develop incident response 
mechanisms. The number 1 rule is to never provide personal or other 
sensitive data in response to an unsolicited request. Avoid clicking links, files, 
or attachments if they raise suspicion. Protect your accounts by establishing 
strong multi-factor authentification. Encourage team members to report 
any suspicious messages and possible incidents in a timely manner;

●	 Adhere to the data minimization principle. Minimize the use of sensitive 
data when using AI systems that require it (e.g. AI-based face-recognition 
technologies, fingerprint biometrics, etc). When using such technologies, 
CSOs should apply a necessary minimum of consensually acquired and used 
data that does not create threats if stored or discovered via an AI system;

●	 Avoid using sensitive data. Ensure no use of sensitive data when creating 
inputs for open AI systems that store the data they’re given. Use of sensitive 
data with publicly available AI models, such as ChatGPT, PerplexityAI, 
Gemini, and others may lead to this data being either discovered by ordinary 
users or accessed by adversaries via hacking and data breaches. Therefore, 
it is better not to use sensitive data with any online AI system that you cannot 
fully trust to protect it; 

https://www.apono.io/blog/creating-a-data-security-policy/
https://openai.com/index/new-ways-to-manage-your-data-in-chatgpt/
https://support.microsoft.com/en-us/windows/protect-yourself-from-phishing-0c7ea947-ba98-3bd9-7184-430e1f860a44
https://consumer.ftc.gov/articles/use-two-factor-authentication-protect-your-accounts
https://www.tridon.com/ai-facial-recognition-technology-the-future-of-security/
https://www.tridon.com/ai-facial-recognition-technology-the-future-of-security/
https://www.innovatrics.com/glossary/fingerprint-biometric/
https://cedpo.eu/wp-content/uploads/generative-ai-the-data-protection-implications-16-10-2023.pdf
https://openai.com/chatgpt/
https://www.perplexity.ai/
https://geminigptai.com/


 14 

●	 Introduce anonymization and encryption practices. Anonymize 
data by replacing any identifying details with randomly generated 
ones. Otherwise, when the PD needs to be used, encryption protects 
it by encrypting identifiable data using secure key material using strong 
protocols, to be decrypted later. It is important to emphasize that unlike 
anonymization encryption does not remove the sensitive data as it can 
be decrypted back, therefore it should be used carefully and the decrypting 
mechanism, especially the key material which was used should be protected; 

●	 Regulate the use of virtual assistants. The use of virtual assistants raises 
security concerns because as long as the program is installed on the device 
with a microphone, that program will always pose a risk of background 
listening and subsequent transmission of sensitive information. Therefore, 
virtual assistants should be avoided on regular personal or professional 
devices and used in the vicinity of sensitive information. If this is not possible, 
limit their permissions to “only while in use” or other the most restrictive 
settings available on the relevant platform. 

 SECTION 3. PREVENTING ALGORITHMIC BIAS  
 AND DISCRIMINATION 

One of the glaring issues with AI systems is the bias that may occur in the AI systems. 
Due to either model poisoning, insufficient training data, or simply the unemphatic 
nature of the AI itself, it cannot automatically filter chauvinism and stereotypes 
from its outputs. Bias can affect not only the specific uses but the main services 
provided by the AI models as well. To use the outputs of AI models, there needs 
to be an additional layer of filtering against bias that they might contain. Moreover, 
it is important not only to avoid bias in the outputs of the AI models but also to interact 
with these models in a manner that ensures lower levels of discrimination over time. 

Recommendations. It is vital to assess the information that the AI model 
produces and double-check it to make sure that no bias occurs, as well as ensure 
that user interaction with the system does not trigger discriminatory outputs. 
There are several important steps to take to prevent bias on all levels - from 
personal use of the model to its training and minimizing bias:

●	 Avoid manifestly discriminatory tools. Avoid AI systems developed 
by companies that are known for discriminatory practices or public positions. 
Similarly, AI systems associated with scandals and public backlash due to their 
bias should be avoided (e.g. Google’s online advertising system displayed 
high-paying positions to males more often than to women); 

https://www.k2view.com/what-is-data-anonymization/#Data-Anonymization-Techniques
https://www.digitalguardian.com/blog/what-data-encryption
https://www.csoonline.com/article/561235/5-ways-to-keep-virtual-assistants-from-sharing-your-companys-secrets.html
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf
https://www.washingtonpost.com/news/the-intersect/wp/2015/07/06/googles-algorithm-shows-prestigious-job-ads-to-men-but-not-to-women-heres-why-that-should-worry-you/
https://www.washingtonpost.com/news/the-intersect/wp/2015/07/06/googles-algorithm-shows-prestigious-job-ads-to-men-but-not-to-women-heres-why-that-should-worry-you/
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●	 Filter out biased training data. When using either publicly open AI systems 
or ones ordered by the CSO, ensure that training databases do not reflect 
societal biases and discrimination. Check training data regarding stereotypes 
and conduct test runs of the AI system to find bias in the outputs. Any 
detected bias should be eliminated from the database; 

●	 Follow the data representation principle. To protect from bias it is vital 
to ensure that the data is representative and diverse, otherwise, bias will 
occur by not identifying people of certain groups. If needed, oversampling 
underrepresented groups or generating synthetic data may be necessary 
to avoid bias towards minorities, vulnerable and marginalized communities;

●	 Adjust AI-driven tools to the local context. Often AI systems created 
in certain origins and with certain training data may be unable to adjust 
their inputs to the local context of the user, especially if the developer does 
not conduct business in that market. To prevent that the database and/
or the inputs need to be sampled with examples that adhere to the local 
context;

●	 Establish anti-bias filters for AI systems before their free access to the 
Internet. As the Internet contains unlimited sources of biased training data, 
it is vital to prevent AI systems from learning via such data by providing 
them with filters against bias; 

●	 Ensure human oversight. To prevent any bias in the outputs the users 
themselves must adjust the outputs of the AI models to prevent any cultural, 
racial, gender-based, or any other kind of bias in the text. Regular monitoring 
of AI systems activities allows the CSO to timely fix biases identified in them. 
Read more on this topic in Section 6 of this Toolkit (page 21);

●	 Draft prompts without biases and discriminatory components. Due 
to AI models often being trained on the inputs of the users, the less bias 
and discrimination will occur there - the better outputs AI model produces. 
Namely, the more specific description the user provides, the fewer 
stereotypes the AI model incorporates into the creation of an image or text 
and vice versa. Therefore, it is crucial to avoid general descriptions and/
or prompts that by themselves include bias or stereotypical thinking; 

●	 Warn about potential biases in the outputs. When publishing any content 
influenced by AI systems, disclose the AI-based influence on the content 
and warn the audience that this influence may cause bias and inaccuracies; 

●	 Update the system based on complaints regarding bias and 
discrimination. If the CSO receives a complaint stating that its AI system 
is biased or discriminative, it should consider such a complaint, investigate 
the cause of the incident, and reasonably update the AI system to fix the 
issue. 

https://encord.com/blog/reducing-bias-machine-learning/
https://plainsight.ai/blog/navigating-ai-bias-how-filters-drive-fairness-in-machine-learning/
https://www.mdpi.com/2413-4155/6/1/3
https://instituteforpr.org/to-disclose-or-not-to-disclose-that-is-the-ai-question/
https://www.leewayhertz.com/ai-in-complaint-management/#Why-is-complaint-analysis-significant-within-a-complaint-management-system
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 SECTION 4. FREEDOM OF EXPRESSION 

CSO’s dissemination of content generated or modified by AI systems may involve 
certain threats concerning false or misleading information, confidential information, 
and transparency with the audience in its interaction with AI systems. For instance, 
increasingly popular deepfake technology, digital avatars, and chatbots are often used 
to spread disinformation on a large scale. Unsafe use of these and similar technologies 
opens the floodgate to disinformation, fraud, leaks of confidential information, etc.  

Recommendations. To prevent all of the risks listed above, it is important 
to ensure the presence of filters, labeling, and verifications for AI-generated 
content and establish additional mechanisms to process such content. Several 
steps help to avoid any harm from the AI-generated content, prioritization, and 
curation of it by AI systems: 

●	 Develop confidentiality policies. The CSO should establish and maintain 
confidentiality policies to provide clear guidelines on handling confidential 
information. Read more on this topic in Section 2 of this Toolkit (page 10);

●	 Labeling of AI-generated/AI-modified content. Any AI-generated or AI-
modified content needs to be labeled so that the audience is never misled. 
Some AI systems or built-in AI features can automatically provide labeling 
options, but it is reasonable to always initiate labeling yourself as required 
by many regulatory acts, domestic legislation, and social media platforms 
rules; 

●	 Ensure human oversight. To prevent any disinformation in the outputs, the 
users themselves must review the outputs of the AI models to edit factually 
incorrect or misleading information from the text. Read more on this topic 
in Section 6 of this Toolkit (page 21);

●	 Fact-checking. Any output generated by an AI system needs to be checked 
on its compliance with the original source and the purpose of its creation. 
If an AI system quotes any sources, they should also be analyzed before 
utilizing the system’s output in any manner;

●	 Disable automated sharing/posting. Automatic posting on several online 
platforms (including CSO’s website) can lead to the sharing of undesired, 
unedited, or unfiltered information, which then becomes more difficult 
to assess on multiple platforms at once. Hence, this feature needs 
to be deactivated on every platform possible;

●	 White-list reliable sources. Create a list of reliable news and sources that 
can be used as a comparative indicator of whether any piece of information 
is factual. For example, several well-known newspapers declaring conformity 
to the best journalistic standards and practices can be used, such as the 

https://www.voanews.com/a/deepfakes-a-weapon-against-journalism-analyst-says-/7442897.html
https://flashpoint.io/blog/what-is-deepfake-technology/
https://resources.workable.com/confidentiality-company-policy
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/
https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138-FNL-COR01_EN.pdf
https://www.insideglobaltech.com/2023/08/30/labeling-of-ai-generated-content-new-guidelines-released-in-china/
https://libguides.brown.edu/c.php?g=1338928&p=9868287
https://buzzoid.com/how-to-stop-instagram-from-posting-to-facebook/#Reasons_to_Disconnect_Instagram_From_Facebook
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New York Times, The Guardian, BBC, etc. This white list needs to be regularly 
assessed and updated if any discrepancies occur related to white-listed 
media. It is also crucial to note that white lists cannot be perceived as grounds 
to consider information reliable by default. Materials from such sources shall 
be reviewed, where the slightest doubt regarding the AI input is identified;

●	 Media literacy education for the CSO team. The organization should 
educate its staff on basic principles of media literacy, explain and train 
designated staff to assess the credibility of online information, identify 
and combat disinformation, apply OSINT and other relevant technologies 
to conduct thorough research, etc;

●	 Responsible use of AI systems in investigative journalism. Any cases 
of the use of AI systems for investigation purposes should be disclosed to the 
audience of investigation reports. Moreover, any outputs of investigative 
AI systems should always be carefully supervised by the human oversight 
team and double-checked with additional sources that are not AI-based. 
It is vital to ensure that all the data is publicly available and collected 
legitimately. Additionally, the investigators should use VPN technology 
to secure their investigation; 

●	 Responsible use of content curation tools. The use of AI tools that provide 
content curation needs to be adjustable to the needs of the audience and 
consider human rights. For instance, CSO should provide users with the 
possibility to modify settings on the websites where the content is shared 
so that they can prioritize content to their needs or opt out of AI content 
curation; 

●	 Responsible use of moderation tools. When using any content moderation 
tools, the CSO must ensure that they are effective in tackling all the content 
(e.g. hate speech, online violence, sexually abusive content, etc) without 
overly censoring the users’ comments and those, who can share their views 
in the specially designated sections,  or exercising bias towards certain 
views, especially politics and socially significant events. Additionally, the 
CSO should timely update the AI system itself and its training data so that 
it can always properly cover new resonant events; 

●	 Responsible use of chat-bots. When using chat-bots the CSO must ensure 
that its staff avoids providing the bot with sensitive information. At the same 
time, training and developing such AI systems needs to be transparent 
regarding the used training data and there must be guaranteed filters 
against harmful information or biases, as well as notification for the users 
that they interact with an AI and not a real person; 

●	 Responsible use of digital avatars. Despite its benefits, such technology 
opens the floodgate to many issues regarding identity theft and fraud, which 
is why whenever digital avatars are used, the audience needs to be at all times 
notified that they encounter an AI-made avatar and not a real person. When 

https://www.nytimes.com/international/
https://www.theguardian.com/europe
https://www.bbc.com/
https://medialiteracynow.org/challenge/what-is-media-literacy/
https://www.sans.org/blog/what-is-open-source-intelligence/
https://rm.coe.int/cdmsi-2023-014-guidelines-on-the-responsible-implementation-of-artific/1680adb4c6
https://institute.aljazeera.net/sites/default/files/2023/Open%20Source%20Investigation%20Handbook.pdf?title=Open%20Source%20Investigation%20Handbook
https://aicontentfy.com/en/blog/role-of-ai-in-content-curation
https://sendbird.com/blog/content-moderation-strategy
https://pdf.sciencedirectassets.com/778123/1-s2.0-S2666920X23X00022/1-s2.0-S2666920X23000619/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjENX%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJHMEUCIQCTBbRRwJMMkr8paLU08yBM4WAEIugHBr6Rld7ASUVWugIgELoFBwJor8Hsz79e7yUrX9kWAZ11p07hV3SxekQ7M5EquwUIvv%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FARAFGgwwNTkwMDM1NDY4NjUiDMklCwgaFG5qzGlG2iqPBe3HeIsfA%2BOUmvnG20qxSAI5%2B28Bpn9aGmrllzLLI%2Fhw1d%2F27wD8nwhRbwWGrVHgF7rZEgj39sttfc5S6%2BOMT2mJCKoo4qje02PmEYDzzODPswnrLldxeYVPhynBweB7tlyCnwElC9c4hYZEVebn3VJhx1SR0XfjzPon1dsVY20HRZuIlCDzi19uFLsGCsrX9xqU50NrPWijr2DQoVRjPmT5qoyVpsrEIFRooqtd19eWpYwsXoUs7SxE3rk%2BIHNEK3gm0d5l0TElVNAu0MoDorc2aVsIHrkjElqDA3de%2FUlAYf95rsMqQOk3kh4l7U5GqJFll9DDm88xki4gRwt9J9%2B2tWYjKLm6Z39sv6SCRKVtQ7LyJ7P7zuoh1pUNdyFhsCzZivTRiM8Sa%2FgD7uMVo8ecxZQuO2cpSvkquzb6TYdDuZT8d3QWJZcVVcmAKTS7ztdNzPETT5BDzJb3vVRJFT0ez%2Foo%2BvS2gyiv5MdbLZUrcm34hJDqQ44T97445lDyNGtjW39gRqhyXDPl2KhDerz3%2F2vlVjbkb6JCGI0rYk%2F%2BsRXp%2FcIEAaqVu1hgMxy2n9zLe8fcqDYidaoNhCw5WDC9MhzVjV19v%2FgtD0s37XjRMrqRHXQSxNow8jX6jQDaJg2F4MUvcCwDOnxwZC6eggtO%2BM2vE36pf9pRM6aR4BjTIbH9gmn%2FSsK%2BxvmlKatzeL7oHZMJCPHxeAVESOxKA9xpPMJ20e8zHT4J431gFAfTIVfXTcxhnu1%2FJNBmH5rHvLaPy0l8iBJL1IpAYh6eq4UJbSjUhSvgLHoeVqJbeZ1p6%2BidGR5XklAQvSEkBAvSwbB1m0Vvxv2gllx%2FXXnHGj%2BHmrUN2yCS0SQ3SaXI7zkwn%2Bq9tQY6sQHmp%2BvSaXXUFZOXgIC4kVLspYearZJfiZco0OS6OoTJX9SNDJ2WzC%2FEvgsR%2FP%2FqPaI%2BIOey612XPVjeQdpM3FnfS6Kmwm%2BeUf%2Fw8GEL3j1vJ71RH%2BbjNyGBqLAW62uHKmCi4pajekXM0LLFZwX0WsYxJVZXANGR%2FZegVRuoetlXsiW3flMAQuObESkwMjANxlDFwuZaTiZktoNja%2BMw4aBj0pIHhomK0uBHsLZrxREtMRc%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20240804T135526Z&X-Amz-SignedHeaders=host&X-Amz-Expires=299&X-Amz-Credential=ASIAQ3PHCVTYQMVEOEF3%2F20240804%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=d3b8cb8bf25a00906ff0e116607e824b3010916ca7229e81b4c4a6682bf97180&hash=ca810bf7117f5313d246e664042c73e29962a116a7354b3d686d6ae96a1c3367&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S2666920X23000619&tid=spdf-d4e3bf89-4247-4f22-a879-0c1818826c82&sid=ce4751a980ff60476d-9989-a07f31d4e726gxrqb&type=client&tsoh=d3d3LnNjaWVuY2VkaXJlY3QuY29t&ua=15045b05060350045a&rr=8adf0b87bd20c916&cc=ua
https://cedem.org.ua/en/analytics/tsyfrovi-avatary/
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training or developing these AI systems, the use of any personal information 
either in training or by the avatar itself needs to always be consensual; 

●	 Deepfake detection. Apply detection technologies to suspicious pieces 
of media to verify deepfakes by recognizing vocal or facial inconsistencies, 
color anomalies, etc. Examples of detection technologies are: 
●	 Facial motion analysis. Detects suspicious patterns in facial animation;
●	 Texture analysis. Detects suspicious patterns in skin and hair texture;
●	 Audio analysis. Detects discrepancies in lip sync, audio quality, and 

frequency;
●	 Metadata analysis. Verifies the video metadata, e.g. date and time 

of creation and geographic location;
●	 Error level analysis. Analyze several frequencies of the video to detect 

inaccuracies;
Additionally, any audio information processed by the CSOs should be verified 
due to the high risk of it being fake as audio deepfakes are the easiest to make. 
It is reasonable to apply multiple detection tools to cover the broadest scope 
and manifestations of deepfakes.

●	 Use of authentication. Apply authentication technologies and keep track 
of inherent indicators in content that can be used to identify deepfakes. 
Such markers include:
- Digital watermarks: A piece of digital code or image, embedded in the 
content;
- Metadata: Inherent data that describes a certain file and/or piece of content;
- Blockchain: An open technology that utilizes public transparency as a shield 
against deepfakes.

 SECTION 5. INTELLECTUAL PROPERTY RIGHTS 

One of the vital concerns that arise when using any AI-based software is the need 
to prevent infringement of the intellectual property (IP) rights of both developers 
of AI-based software and other users. It is especially crucial to ensure compliance 
with IP regulations if the NGO decides to use unique software in their work. Yet, 
it is no less vital to ensure the responsible use of publicly available AI systems as it may 
otherwise lead to infringement of IP rights and create threats of legal repercussions 
for the organization. 

Recommendations. To prevent IP rights infringement while using AI-based 
software, the most efficient method is to apply software licensing to the models 
that the CSO wishes to use as it defines the terms of use between the licensee 
and the software developer. Thus, we recommend to:

https://www.gao.gov/products/gao-24-107292
https://www.mobbeel.com/en/blog/deepfakes-guarantee-authenticity/
https://gijn.org/resource/tipsheet-investigating-ai-audio-deepfakes/
https://www.mdpi.com/2079-9292/13/1/95
https://www.gao.gov/products/gao-24-107292
https://www.digitalguardian.com/blog/digital-watermarking
https://www.techtarget.com/whatis/definition/metadata
https://www.coinbase.com/ru/learn/crypto-basics/what-is-a-blockchain


 19 

●	 Avoid AI systems with IP rights violations. The use of AI systems that 
by default violate IP rights can open the organization to liability. Therefore, 
the best solution is to avoid using such systems by responsibly selecting 
them. Read more on that topic in Section 7 of this Toolkit (page 27); 

●	 Carefully analyze applicable legislation. Depending on the country 
of origin of the AI system, the terms of the license agreement (if applicable), 
and the home country of the CSO, various domestic laws may apply to the 
activities of the organization. The main legislation that needs to be taken 
into consideration includes:
●	 International human rights standards;
●	 International IP rights acts and standards;
●	 Domestic IP legislation for the country of operations of the CSO;
●	 Domestic laws of the jurisdiction listed in the licensing agreement 

or terms of use as the governing one (if applicable);
●	 Domestic laws of the country of origin of the AI system developer 

(if applicable); 

●	 Consider what is protected by IP. When assessing any inputs or outputs 
of the AI system, the types of work protected by IP regulations need 
to be taken into account. For instance, any original ideas, designs, discoveries, 
inventions, and creative work produced by an individual or group are 
protected by IP rights; 

●	 Adhere to the fair use doctrine. This doctrine allows the use of copyright 
content without permission of the rights holder when certain conditions 
are met. For example, if the use is non-commercial, conducted for research, 
and results in a new different creation, such an act would most likely 
be considered fair use. However, it shall be verified in every single case 
whether the fair use rules apply;

●	 Use licensed models. When ordering or adjusting an existing AI system for 
use, the CSO should enter into a licensing agreement with the developer 
to prevent IP rights violations for both parties. The same applies to any 
outside AI-based software that the CSO uses and that was not developed 
by the CSO itself; 

●	 Comply with licensing agreements. When entering into a licensing 
agreement, the organization should thoroughly analyze the provisions 
of such agreement, especially how they determine who holds the rights 
to the AI system, its outputs, software, data, etc, and who is liable for IP rights 
violations under the agreement. It is vital to comply with these provisions 
once the agreement is concluded;  

●	 Draft inputs in AI models in accordance with IP standards. The user 
should appropriately design the prompts to ensure that the input in the 
model will not lead to the infringing output. Here are two ways to minimize 
the possibility of that: 

https://www.ohchr.org/en/development/international-standards
https://www.wipo.int/edocs/pubdocs/en/wipo-pub-1081-1-en-introduction-to-the-international-intellectual-property-legal-framework.pdf
https://www.copyrighted.com/blog/protect-intellectual-property
https://ogc.harvard.edu/pages/copyright-and-fair-use
https://www.10duke.com/software-licensing-models/
https://www.investopedia.com/terms/l/licensing-agreement.asp
https://medium.com/@simrwaraich/choosing-the-right-prompt-a-practical-guide-to-different-prompting-styles-8e6d6a498a96
https://www.researchgate.net/figure/Generic-prompt-and-specific-prompt-reflection-model-for-prompting-preservice-teachers_fig4_308665727
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Generic 
approach: 

Feeding the AI model as little and as general 
information as possible.

Specific 
approach:

Make the prompt original and as specific and 
detailed as possible.

●	 Check compliance of outputs with IP standards. Two main steps can 
protect the AI model’s output from causing IP rights infringement:

Reference check: Conduct an internet search for the original piece 
of content to ensure that no copyright occurred.

Output 
modification:

Modify the output of the AI model to make the final 
product a unique piece of content and prevent 
infringement.

●	 Protect the CSO’s AI-generated content from third-party claims/ 
IP infringements. The best way to protect CSO’s content from any legal 
actions is to use AI systems responsibly and ensure that no IP violations occur 
while making such content, as indicated above. To protect CSO’s content 
from IP infringements, the organization must publicly indicate that 
it is the rights holder of that content and the content should be protected 
by a patent or trade secret, where it is applicable. The same tactics apply 
to the protection of unique features of the AI system developed fully by the 
CSO. 

 SECTION 6. HUMAN OVERSIGHT 

Issue: To ensure that the CSO is successful in its compliance with all relevant 
regulations and standards and that it uses the AI models safely and productively, 
it is important to ensure human oversight. Any activity that includes the use 
of AI models needs to include human oversight mechanisms to prevent any harmful 
effects that AI models may cause. 

Recommendations. To prevent any inaccuracies regarding AI models’ outputs 
human supervision over AI models’ activity is required. Not only should the 
users check the outputs before using them, but the organization itself should 
establish policies, train the team, and constantly monitor the activity of the 
AI systems, especially if the CSO is training its own AI model or using licensed 
software. Here are some important steps to take to maintain the needed level 
of human oversight:

https://images.google.com/
https://www.mayerbrown.com/en/news/2023/04/4-ways-to-ensure-ip-protections-for-ai-generated-content
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●	 Appoint responsible individual(s). To perform human oversight in an 
organized manner, it is vital to appoint key members of the team responsible 
for human oversight and distribute roles of monitoring, evaluation, and 
decision-making among them;

●	 Train the CSO team. All the team members who are supposed to interact 
with AI systems should be trained regarding the organization’s policies 
on AI systems and general rules of responsible use of AI. They should be aware 
of all the crisis protocols and know how to safely use the AI systems, especially 
those developed, ordered, or adjusted by the CSO. Separate departments 
within the CSO may be trained to use different systems depending on their 
needs and sphere of liability; 

●	 Provide feedback loops. Establish regular feedback loops within the team 
regarding the work of the AI model, which would help to adjust the inputs 
and policies regarding the AI that the organization maintains; 

●	 Develop crisis protocols. CSOs should create and periodically update 
crisis protocols that clearly define the responsibilities of the team during 
crisis response, and provide instructions on efficient crisis communication 
and specific tactics for security, technical, reputational, and other kinds 
of damages. Such protocols should be made always accessible and well-
known to the team;

●	 Develop a complaints portal. The CSO that publishes any kind of content 
should establish a complaint mechanism that allows the audience to report 
issues and provide feedback to the CSO. The organization needs to appoint 
staff to monitor and reply to the audience via the complaints portal;

●	 Regularly update the system. The CSO that develops, adjusts, or orders 
AI systems should conduct regular updates to ensure higher protection and 
easier, more coordinated human oversight team workflow. Similarly, the 
use of publicly available  AI systems should include regular contact with the 
developer for updates for the AI system;

●	 Regularly conduct human-rights compliance analysis. Human oversight 
provides for regular HRIA and analysis of the level of human rights compliance 
of the organization. The responsible persons should provide regular reports 
regarding HRIA and successful human oversight. Read more on this topic 
in Section 1 of this Toolkit (page 7).

https://dialzara.com/blog/human-oversight-in-ai-best-practices/
https://hbr.org/2023/06/13-principles-for-using-ai-responsibly
https://www.linkedin.com/pulse/human-oversight-generative-ai-crucial-10-guidelines-jackson-phtke/
https://www.linkedin.com/pulse/ai-crisis-management-comprehensive-guide-syed-q-ahmed-xuhac/
https://scand.com/company/blog/how-to-build-a-good-complaint-management-system/
https://www.fetch.ly/posts/the-importance-of-keeping-updated-software-and-hardware
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 SECTION 7. RESPONSIBLE SELECTION  
 OF AI TOOLS 

To adequately select the AI tools, the CSO must gather information about them 
and check if they fit the criteria of safe, low-risk AI tools. For the convenience of the 
selection process, DSLU developed a comprehensive checklist for each section 
of this Toolkit that CSOs can use to verify that the AI tool is indeed safe to use. The 
algorithms of how to use the check-list is the following: 

1. For each section answer the questions in the left column with either “no” 
or “yes”;

2. If your answer fits the conditions of the recommendation (right column), act 
accordingly to this recommendation. 

There are three important notes to take into account when using this checklist: 

- The rows for questions and recommendations in each section are colored 
in either red, yellow, or green, depending on the level of risk. The red row 
represents an unacceptable risk, the yellow row represents an average risk, 
and the green row represents a low risk or no risk (just important points 
to consider); 

- To properly assess the safety of certain AI tools it is vital to check and answer 
questions in all of the sections presented below;

- It is important to note that this checklist is not exhaustive and there may 
be other issues that require CSO’s attention, depending on the nature of the 
AI tool and the specificity of the CSO’s work. The organization must always 
stay vigilant to emerging risks and use additional compliance instruments 
together with this Toolkit.
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Human Rights Impact Assessments and Risk Assessments.

Question No Yes Recommendation

Is the AI system developed 
by a company with headquarters 
in the country with a low human 
rights protection index (e.g. Russia, 
China, Iran)?

If “yes”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Does the developer 
or provider of AI systems 
guarantee compliance with all 
relevant legal regulations?

If “no”, this AI tool poses 
an unacceptable risk and 
is not recommended for use until 
such guarantees are provided 
(compliance reports disclosed etc). 

Whether an AI system is developed 
with breaches of human rights 
(such as data scraping or manifestly 
discriminatory algorithms)?

If “yes”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Does the developer or provider 
of the AI system have a questionable 
reputation or is known for mass 
human rights breaches?

If “yes”, it deserves additional 
attention from the HRIA/RA team 
and taking steps to ensure human-
rights-compliant use of a particular 
AI system in use. 

Do the terms of use contain 
questionable provisions regarding 
payments, IP rights on generated 
content, liability, security, privacy, 
etc?

If “yes”, it deserves additional 
attention from the HRIA/RA team 
and communication with the 
developer to clarify those provisions. 
If provisions cannot be clarified, 
it is reasonable to abstain from the 
use of this AI system.  

Do the terms of use provide 
that the user is held liable for 
IP rights violations, data breaches, 
spreading of disinformation, etc?

If “yes”, the use of this AI tool places 
a very strong burden on the CSO 
and the RA team needs to assess 
whether it is feasible to use such 
an AI tool in these circumstances.

Does the developer provide 
a notification mechanism 
or complaint portal for their AI tool?

If “no”, CSO should establish 
a mechanism to notify the 
developer of issues or complaints 
about the AI system. 

Does the developer conduct 
regular HRIA/RA and/or other 
processes to avoid or mitigate the 
adverse impacts of their AI system?

If “no”, the CSO’s shall exercise 
due diligence, and conduct 
more thorough HRIA/RA. 
If it is impossible, it is reasonable 
to abstain from the use of this 
AI system. 
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Digital security and personal data protection

Question No Yes Recommendation

Is this AI tool known for data 
scraping, unlawful collecting 
and processing of personal and 
sensitive data, or other illegal 
activities?

If “yes”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Does the AI system developer have 
a history of addressing security 
incidents in good faith, and 
constantly improving their security 
measures against data breaches?

If “no”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Does the AI system allow for 
the timely deletion of sensitive 
information?

If “no”, the CSO should make sure 
that no sensitive information is ever 
given to the AI tool (for instance, 
via prompts).

Do the data subjects have the 
right to object to the use of their 
PD by the AI tool and, if necessary, 
access and delete it? 

If “no”, the CSO must ensure that 
the use of the AI system is always 
based on legitimate grounds, 
being transparent to the data 
subjects. 

Is this AI tool trained on sensitive 
data? 

If “yes”, the developer/provider 
must ensure the CSO that this 
data was collected lawfully and 
will not be disclosed within the use 
of an AI tool. Otherwise, this AI tool 
poses an unacceptable risk and 
is not recommended for use. 

Does the AI tool allow to personalize 
settings, e.g. prohibit using 
PD for training, reject cloud storage 
of data, or reject the access to files 
on the device?  

If “no”, this may pose a significant 
risk unless the developer provides 
sufficient guarantees of security 
against data breaches. CSO is well 
advised to avoid providing any 
sensitive information to such 
AI systems.

Can the AI tool gather audio 
information via background 
listening anytime by simply being 
installed on the device?

If “yes”, it should be taken into 
account by the CSO and additional 
security measures should 
be in place when using such a tool. 

Does the developer/provider 
of the AI tool have a data protection 
policy?

If “no”, it should be taken into 
account by the CSO and all relevant 
issues should be settled with the 
developer/provider.
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Preventing algorithmic bias and discrimination

Question No Yes Recommendation

Is this AI tool known for manifestly 
discriminatory practices 
or associated with public backlash 
or scandals due to its bias?

If “yes”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Was this AI tool trained 
with unbiased, diverse, and 
representative data?

If “no”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Does the developer guarantee 
precautions against bias and 
or algorithmic hallucinations?

If “no”, this should be addressed 
by CSO through the enhanced 
moderation of the AI tool’s outputs.

Can this AI tool be adjusted 
to the local context of each country 
or culture that uses it?

If “no”, this AI tool may cause issues 
for the CSOs that operate within 
contexts outside of the scope 
of AI tool’s training data. It is better 
to additionally verify the outputs 
of this tool or avoid using it. 

Does the AI tool have anti-bias 
filters installed when it has access 
to the internet?

If “no”, there is a high chance 
that the training data is tainted, 
and the use of such a tool should 
be either avoided or sufficiently 
monitored. Alternatively, the CSO 
should install such filters itself. 

Is the AI tool’s training data 
timely updated, for instance after 
complaints or incidents?

If “no”, new incidents or issues 
that are not covered by the AI tool 
will enhance the risk of incorrect 
outputs, hence it is better to avoid 
such AI tools. 

Can the training data be accessed 
and adjusted by the users or the 
CSO?

If “no”, the developer shall 
guarantee that no bias is present 
in the AI tool and timely update 
the training data. 
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Freedom of expression 

Question No Yes Recommendation

Does the AI tool provide for 
automated sharing/posting of its 
generated outputs?

If “yes”, it should provide an option 
to opt out, otherwise, this AI tool 
poses an unacceptable risk and 
is not recommended for use. 

Does the AI tool have filters 
against disinformation and biased 
or hateful information installed?

If “no”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Does the AI tool provide the 
opportunity to label AI-generated 
content as such?

If “no”,  this AI tool poses 
an unacceptable risk unless the 
CSO itself always labels the content 
as AI-generated or AI-modified, 
depending on the case. 

Does the AI tool establish 
automated sharing/posting with its 
work?

If “yes”, it should provide 
an option to opt out of it, otherwise, 
it causes significant risks and is not 
recommended for use.

Does the AI tool regularly update 
relevant data?

If “no”, CSO should take 
additional steps to ensure that the 
AI tool is up to date. For instance, 
communicate with the developer/
provider or modify the AI tool 
(if possible).

Does a content curation tool 
allow users to adjust its settings 
according to their preferences? 

If “no”, such content curation tools 
should be either updated to allow 
proper customization or avoided 
by the CSO. 

Does a moderation tool provide 
an appropriate filter without bias 
or unnecessary censure?

If “no”, the training data or an AI tool 
itself needs to be updated so that 
it is effective, otherwise, it should 
be avoided by the CSO. 

Does a chatbot both apply 
sufficient filters against harmful 
information and is not trained with 
sensitive data? 

If “no”, the information filters need 
to be fixed or updated, while the 
developer must guarantee that 
the use of sensitive training data 
is lawful. Otherwise, such a chatbot 
is not recommended for use. 

Is the digital avatar trained with 
PD of the CSO staff?

If “yes”, there should be guarantees 
that the gathering of such 
data is always consensual and 
unavailable to the third parties, 
including the developers/providers 
of the AI system. 

Does the AI tool provide quotations 
and sources with its generated 
content?

If “no”, the full fact-checking exercise 
regarding the AI tool’s outputs shall 
be made by a human reviewer. 
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IP rights

Question No Yes Recommendation

Is this AI tool known for copyright 
infringement or other IP rights 
violations of other people?

If “yes”, this AI tool poses 
an unacceptable risk and is not 
recommended for use. 

Is the licensing agreement clear, 
transparent, and defines all the 
rights and obligations for both 
parties?

If “no”, entering into such 
a licensing agreement should 
be avoided, instead, the CSO 
may propose alterations to the 
agreement to fix and adjust the 
issues.

Does the developer guarantee that 
no IP rights infringement occurs 
both during training and within 
the use of this AI tool?

If “no”, there is a high risk for CSO 
to bear shared liability for IP rights 
violations, hence such an AI tool 
is not recommended for use.

Does the developer provide 
that the rights to the content, 
generated or modified with this 
AI tool belong to each individual 
user?

If “no”, CSO must ensure additional 
modification of AI-generated 
content that would transform 
it into original, copyright-protected 
content. 

Does the AI tool timely update 
after the new IP regulations are 
introduced?

If “no”, the CSO shall analyze the 
compliance of such an AI tool with 
the updated IP regulations. If the 
required level of compliance is not 
met, it is better to avoid using this 
AI tool. 

Can the AI-generated content 
be used for commercial, creative, 
or statutory purposes?

If “no”, it needs to be taken into 
account by the CSO as one of the 
factors in the selection process 
depending on the purpose of the 
AI system’s use.
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 CONCLUSIONS 

After considering all the listed recommendations, it is vital to weigh and balance 
the interests of the CSO when using any AI tools. For instance, in most cases, the 
ultimate responsibility for adverse impacts caused by irresponsible use of AI systems 
lies on the CSO itself, even more so if the CSO developed, ordered, or adjusted 
an AI system rather than uses the publicly available tool. Therefore, it is crucial 
to apply the relevant standards for AI at all stages of the AI system’s life cycle - 
from early development to the use and termination of the system. 

Before starting to implement any AI tools into its work, the CSO must carefully 
evaluate the risks and benefits of the systems, and decide whether potential 
advantages outweigh risks and dangers. In all instances of applying the AI systems, 
CSOs shall follow the basic principles of the responsible AI use, which are:

●	 transparency and accountability,
●	 data security and protection of sensitive information,
●	 effective and professional human oversight,
●	 human-rights-centered use of AI-driven tools.

Moreover, the CSO should always follow the recent updates in the regulatory 
sphere, duly implementing the novel legislative initiatives and standards, as well 
as reviewing the compliance of its practices with the international standards. Finally, 
one of the key features in the AI sphere is a responsible choice of AI systems, especially 
those designed for corporate not personal use. When implementing AI tools on the 
organizational level, CSOs, as actors of vulnerable and risky nature, shall carefully 
choose the developers and producers of the AI systems and double-check their 
impact via well-designed HRIA and RA procedures. The progress cannot and shall 
not be stopped, yet we can make it work for the benefit of civil society by acting 
diligently and responsibly!




